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Abstract

Delay tolerant networks (DTNs) are a special type of wireless mobile net-
works which may lack continuous network connectivity. Multicast is an im-
portant routing function that supports the distribution of data to a group
of users: a service needed for many potential DTNs applications. While
multicasting in the Internet and in mobile ad hoc networks has been stud-
ied extensively, efficient multicasting in DTNs is a considerably different and
challenging problem due to the probabilistic nature of contact among nodes.
This paper aims to provide a non-replication multicasting scheme in DTNs
while keeping the number of forwardings low. The address of each destination
is not replicated, but is assigned to a particular node based on its contact
rate level and active level. Our scheme is based on a dynamic multicast tree
where each leaf node corresponds to a destination. Each tree branch is gener-
ated at a contact based on the compare-split rule proposed in this paper. The
compare part determines when a new search branch is needed, and the split
part decides how the destination set should be partitioned. When only one
destination is left in the destination set, we use either wait (no further relay)
or focus (with further relay) to reach the final destination. The effectiveness
of our approach is verified through extensive simulations. Ratio-based-split
performs best in the compare-split step, both in synthetic and real traces.
Using the wait scheme can reduce the number of forwardings, while using
the focus scheme can reduce the latency.

Keywords: Contact, delay tolerant networks (DTNs), dynamic multicast
tree, efficient protocols, multicast, opportunistic routing.
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1. Introduction

With the advancement in technology, communication devices with wire-
less interfaces have become more and more universal. Recently, a lot of delay
tolerant networks (DTNs) [1] technologies have been proposed to allow nodes
in such extreme networking environments to communicate with one another.
Delay tolerant networks are wireless networks where, most of the time, an
end-to-end path does not exist between some or all of the nodes in the net-
work. The nature of node contact1 is non-deterministic. These networks have
a variety of applications, including crisis environments such as: emergency
response and military battlefields, vehicular communication, and deep-space
communication.

Several DTNs unicast routing schemes have been proposed [2], [3], [4], [5].
However, having an efficient delivery service for multicast traffic is equally
important. We cannot directly apply the multicast approaches proposed for
the Internet or well-connected mobile ad hoc networks to DTNs environments
because of the sparse connectivity among nodes in DTNs. There has also
been some work on multicast routing protocols in DTNs [6], [7], [8], [9], [10].
Existing work focuses on three models: (a) single node (also called ferry)
model ([6] and [7]), in which one single node holds all destinations and de-
livers to each destination at contacts through movement; (b) multiple copies

1In DTNs, routes are comprised of a cascade of time-dependent contacts (communica-
tion opportunities) used to move messages from their origins toward their destinations [1].
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model ([8] and [9]), in which the destination set is replicated at a contact
once a certain condition related to the quality of the encountered node is
satisfied; (c) single copy model [10], where a single copy of each destination
is maintained where destinations can be scattered at different nodes. Each
destination is forwarded to an encountered node if it has a higher contact
frequency of reaching the corresponding destination. This forwarding rule is
called priority-based-split (PS) in this paper.

Our scheme is based on the single copy model with the objective to reach
destinations quickly while minimizing the number of forwardings. We observe
that pure priority-based-split may produce an excessive number of forward-
ings (e.g., for a succession of small improvements). We propose to use the
node’s active level together with the contact rate level to determine when
and how to split a destination set during a contact. The notion of the active
level is based on the observation that an active node has a better chance of
contacting a higher priority node later to improve its delivery time. More
specifically, we have the following two notions:

• Contact rate level with respect to a destination: a priori knowledge or
estimation of the number of contacts with the destination in a given
period.

• Active level of a node: a priori knowledge or estimation of the number
of total contacts in a given period.

In this paper, we propose a compare-split scheme at each contact during
the construction of a dynamic multicast tree. The first step is the compare
part. When node a, with a destination subset, has a contact with node b
without any destination subset, we set the condition for splitting as follows:
a split occurs when the sum of the contact rate levels for all destinations
associated with b is higher than the one associated with a. The second step
is the split part. We propose a ratio-based-split (RS), which splits the desti-
nation subset based on the active levels of two encountered nodes. We then
present an optimal split algorithm, which partitions the destination subset
based on the calculated ratio such that the combined sum of the contact rate
levels at nodes a and b are maximized.

When there is only one destination in the message holder’s destination
set, we use two schemes to forward the message to this destination: (1) wait :
wait until meeting the destination; (2) focus : forward the message to a higher
contact rate level node until arriving at the destination.
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The major contributions of our work are as follows:

• We propose the notions of contact rate level and active level to guide
the construction of a multicast tree.

• We present a compare-split rule to balance the need to deliver the
message to multicast destinations quickly while keeping the number of
forwardings low.

• We develop an optimal split process at each branch of the multicast
tree.

• We evaluate the proposed scheme not only in synthetic traces, but
also in real mobility traces. The simulation results show the good
performance of the compare-split scheme in DTN multicasting.

The rest of this paper is organized as follows: Section 2 reviews the related
work. Section 3 is the preliminary work. Section 4 presents an overview of
our multicasting scheme. Section 5 provides some other methods. Section 6
analyzes these protocols. Section 7 focuses on the simulation and evaluation.
We summarize the work in Section 8.

2. Related Work

Many multicast protocols have been proposed to address the challenge of
the frequent topology changes in mobile ad hoc networks [11] and [12]. In gen-
eral, there are two types of multicasting protocols: tree-based and mesh-based.
In tree-based approaches, either the source-tree-based (such as multicast ex-
tensions to open shortest-path first (MOSPF) [13], protocol independent mul-
ticast (PIM) [14], distance vector multicast routing protocol (DVMRP) [15],
and multicast on-demand distance vector routing protocol (MAODV) [16]) or
shared-tree-based (core based tree (CBT) [17]) approaches are used. The for-
mer one constructs a multicast tree among all of the member nodes for each
source node; usually this is a shortest path tree. This kind of protocol is more
efficient for the multicast, but has too much routing information to maintain
and has less scalability. The latter one constructs only one multicast tree for
a multicast group including several source nodes. The mesh-based method,
on-demand muticast routing protocol (ODMRP) [18], and forwarding group
multicast protocol (FGMP) [19], are more robust through redundant paths.
Almost all protocols are based on building an infrastructure (tree or mesh).
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There have been recent works which consider multicasting in DTNs. In
the single node (also called ferry) model, one single node holds all destinations
and delivers them to each destination at the contacts through movement. In
[6], Zhao, Ammar, and Zegura proposed the basic single node model together
with new semantics for DTN multicasting, which explicitly specify temporal
constraints on group membership and message delivery. Yang and Chuah [7]
presented a two-stage single node model, where routes to destinations are
first identified through a ferry, followed by the message delivery along the
discovered routes. In [20], Wang, Li, and Wu studied a dynamic version of
the single node model. Although there is only one single node that holds
all destinations, the message holder will only forward the message to a node
that has a higher quality. This approach is an extension of the delegation
forwarding [21] used in DTN multicasting.

In the multiple copies model, the destination set is replicated at a con-
tact once a certain condition related to the quality of the encountered node
is satisfied. In [20], the message holder (for a particular destination) will
replicate a copy to an encountered node that has a higher quality with re-
spect to the destination. The number of copies can be controlled using a
ticket-based scheme [22]. In [23], Lee et al. proposed RelayCast, a routing
scheme that extends the two-hop relay algorithm in the multicast scenario,
which considers the k-copy replication scheme where a packet is replicated to
k relay nodes. In [8] and [9], the number of tickets (L initially) is divided into
halves for each forwarding. The single copy model is similar to the multiple
copies model. The difference is that the original node does not maintain a
copy. That is, there is only one copy for each destination. In [10], Gao et al.
developed a single copy model where the forwarding metric is based on the
social network perspective.

In [8] and [9], Spyropoulos et al. also dealt with the situation of when the
number of tickets is reduced to one: spray-and-wait and spray-and-focus. In
the spray phase, for every message originating at a source node, L message
copies are initially spread - forwarded by the source and possibly other nodes
receiving a copy - to L distinct relays. In the next phase, wait means that the
holder will forward the message only to its destination, while focus means a
message can be forwarded to a different relay according to a given forwarding
criterion.

In recent years, biologists have found that Levy walks can be commonly
used to describe the mobility patterns of foraging animals [24], [25], [26].
Computer scientists also paid attention to this area of research. They stud-
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ied Levy walks in human mobility [27], [28], [29], which can help us to ana-
lyze wireless mobile networks such as DTNs. From [28], in wireless mobile
networks, human mobility patterns have features defining Levy walks ; their
flight 2 distributions and pause time distributions closely match truncated
power-law distributions. The mean squared displacement (MSD) 3 also shows
significant influence on these mobility patterns.

In this paper, we first propose and apply the destination set splitting in
DTN multicasting, which is based on the single copy model. Our methods are
all based on the tree structure (but not necessarily shortest in the contact
graph) in order to reduce the number of forwardings and latency. When
there is only one destination in the destination set, we apply wait and focus
schemes in our solutions.

3. Preliminaries

3.1. Objectives

The objective of this paper is to develop an efficient single-copy multi-
casting scheme in DTNs. Single-copy multicasting reduces the storage re-
quirement of each node. Two performance metrics are used: (1) number of
forwardings: the number of forwardings for a whole multicast process. This
can be considered as the cost for the multicast process; (2) latency: the aver-
age duration between a message’s generation and the arrival time at the last
destination. Efficient multicast means having a fewer number of forwardings
and a smaller latency.

3.2. System Models

Assume that there are N nodes in the whole network. The destination set
of a multicast is represented as D = {1, 2, ..., n}. Each node a is associated
with a contact rate vector (fa

1 , f
a
2 , ..., f

a
n), where fa

i indicates the frequency
that node a meets destination i in a given period T . fa

i is also called contact
rate level for destination i in period T . We use (ca1, c

a
2, ..., c

a
n) to indicate the

number of times that node a meets destination i in a given period T . Hence,
the contact rate level fa

i can be presented as follows:

2A flight is defined to be a longest straight line trip from one location to another that
a particle makes without a directional change or pause.

3MSD is defined to be the variance of the displacement probability distribution. Here
it is a discrete probability distribution.
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Figure 1: An illustration of the system models.

fa
i =

cai
T
. (1)

In order to involve the effect from recent information, we also define T ′,
which is considered as a recent period. (ca

′
1 , c

a′
2 , ..., c

a′
n ) indicates the frequency

that node a meets destination i in a given period T ′. Hence, we define the
contact rate level fa

i as follows:

fa
i = w · c

a′
i

T ′ + (1− w) · c
a
i − ca

′
i

T − T ′ (2)

where w is the weight of the recent information for the contact rate level.
The active level of node a: Aa is the number of total contacts per time

unit T that node a meets with all other nodes in the network.

Aa =
N∑

i=1

fa
i . (3)

Fig. 1 illustrates the system models considering the recent information.

3.3. Challenges and Main Ideas

Contact rate level indicates the contact frequency of reaching a particular
destination without further forwarding, while active level indicates the like-
lihood of contacting other nodes to enhance the contact rate level through
forwarding. The challenges lie in the balancing of these two factors when two
nodes meet. In our single-copy multicast, the key is to decide when and how
a split should occur in constructing a multicast tree.

In this paper, we propose a compare-split scheme at each contact during
the construction of a dynamic multicast tree. The first step is the compare
part, which determines when a split should occur. When node a, with a
destination subset, has a contact with node b, without any destination subset,
we set the condition for splitting as follows: a split occurs when the sum of
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Figure 2: An illustration of ratio-based-split.

the contact rate levels for all destinations associated with b is higher than the
one associated with a. The second step is the split part, which decides how
a split should be done. We propose a ratio-based-split (RS), which splits the
destination subset based on active levels of two encountered nodes. We then
present an optimal split algorithm, which splits the destination subset based
on the calculated ratio such that the combined sum of contact rate levels at
nodes a and b are maximized.

4. Compare-split

In this paper, we propose a compare-split scheme at each contact during
the construction of a dynamic multicast tree. In this section, we will present
the two steps of this method and give an example to explain the whole
process. The first step is “compare”, which determines whether a split should
occur. The second step is “split”, which decides how a split should be done.

4.1. Compare

The first step for our non-replication multicasting scheme is compare.
When node a, with a subset of destinations D′ ⊆ D (as shown in Fig. 2, m
is the size of a subset D′ of destination set D, n is the size of destination set
D), has a contact with a new node b, without any destination subset, node
a will first send D′ information to node b and nodes a, and b exchange their
contact rate vectors, (fa

1 , f
a
2 , ..., f

a
m) and (f b

1 , f
b
2 , ..., f

b
m), upon their contact.

m is the size of the subset D′ of destination set D. After comparing these two



9

Split the 

destination set

Node a keeps k nodes that have 

higher values than, or equal 

values to, the kth largest element.

Node b keeps k nodes that have 

lower values than, or equal values 

to, the kth largest element.

a

a b

A
k m

A A

 
= × + 1

N
a

a i
i

A f
=

=∑

Compare

1 1

m m
b a

i i
i i

f f
= =

>∑ ∑

Figure 3: An illustration of compare-split.

nodes’ sum of the contact rate levels for all destinations, if
m∑

i=1

f b
i >

m∑
i=1

fa
i ,

then go to the next split step.
Note that two rounds of exchanges are used. One round can be saved by

exchanging (fa
1 , f

a
2 , ..., f

a
n) and (f b

1 , f
b
2 , ..., f

b
n). (fa

1 , f
a
2 , ..., f

a
m) and (f b

1 , f
b
2 , ..., f

b
m)

can then be extracted locally.

4.2. Split

The second step is to split the destination set. Suppose that di = fa
i − f b

i

is called the contact rate difference between nodes a and b for destination i.
The active levels Aa can be denoted by the number of total contacts that
node a meets with all other nodes.

Aa =
N∑

i=1

fa
i (4)
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The destination set splitting is based on the ratio of two encountering
nodes’ active levels. The ratio k can be denoted as:

k = ⌈ Aa

Aa + Ab

×m⌉ (5)

1. Both a and b generate the contact rate difference vector (d1, d2, ..., dm).
Find the kth largest element in O(m) operations using a general selec-
tion algorithm [30].

2. Node a keeps k nodes that have higher values than, or equal values to,
the kth largest element. In the case of a tie, when two contact rate
differences are equal, the node ID is used to break the tie.

3. Node b keeps m− k nodes that have lower values than, or equal values
to, the kth largest element.

In step (1), the optimal linear solution is used to find the kth largest
element. The whole split process is shown in Fig. 2.

4.3. Example

Fig. 3 illustrates the whole process of our proposed compare-split method.
Next we can use Fig. 4 as an example. Node a, with a subset of destina-
tions D′ = {1, 2, 3, 4, 5}, makes contact with node b, without any destina-
tion subset. First, node a sends D′ to node b, and they exchange their
contact rate vectors: (fa

1 , f
a
2 , ..., f

a
5 ) = (5, 2, 13, 8, 15) and (f b

1 , f
b
2 , ..., f

b
5) =

(3, 6, 10, 11, 14). After the calculations, we have
5∑

i=1

f b
i = 44 and

5∑
i=1

fa
i = 43.

Hence, the sum of the contact rate levels for all destinations associated with
b is higher than the one associated with a. Then, we go to the second step.
The active levels of node a and b are 100 and 90, respectively.

We first calculate the contact rate difference vector :

(d1, d2, ..., d5) = (2,−4, 3,−3, 1)

and ratio: k = ⌈ Aa

Aa+Ab
×m⌉ = 3.

Then, we use the selection algorithm to find the third largest number in
the contact rate difference vector, which is 1.

After splitting the destination set, node a keeps 3 destinations: {1, 3, 5},
and destinations 2 and 4 will be assigned to node b. The combined contact
rate of node a and b is fa

1 + fa
3 + fa

5 + f b
2 + f b

4 = 50, which is larger than
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Figure 4: An example of ratio-based-split.

5∑
i=1

fa
i = 43. This means that using the compare-split algorithm can increase

the contact frequency of meeting with the destinations.
In contrast, the usual greedy way of the splitting process is as follows: (1)

possible split 1: node a will keep the 3 largest contact rate level destinations
and assign all other destinations to node b. In this example, node a will keep
destinations {3, 4, 5} and assign destinations 1 and 2 to node b. After this
process, the combined contact rate of nodes a and b is fa

3 +fa
4 +fa

5 +f b
1 +f b

2 =
45, which is smaller than using the compare-split algorithm; (2) possible split
2: node b will get the 2 largest contact rate destinations, and node a keeps
the rest. Hence, after splitting, node a keeps destinations {1, 2, 3}, and node
b keeps destinations 4 and 5. After this process, the combined contact rate
of nodes a and b is fa

1 + fa
2 + fa

3 + f b
4 + f b

5 = 45, which is also smaller than
the result we get from the compare-split algorithm.

5. Implementation & Extensions

There are many other methods that can be implemented in the compare-
split rule. First, we will explain some conditions in the compare phase. Then,
we provide three other schemes when splitting the destination set: random-
binary-split (RBS), median-binary-split (MBS), and priority-based-split (PS).
Finally, we will present two methods: wait and focus [8], [9], when there is
only one destination in the destination subset.
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Split
ratio-based-split (RS)

random-binary-split (RBS)
median-binary-split (MBS)
priority-based-split (PS)

Table 1: Different split methods.

5.1. Compare

In the previous section, we use the threshold-based condition (when node
b has a higher sum of the contact rate levels for all destinations than node
a, a split will occur) in the compare step. Also, we don’t have to use any
conditions in the first step. We will compare these two methods in our
simulation.

Another method is: if node b already has a destination subset, node a
and node b will combine their destination sets, then split. It will increase the
number of forwardings. We will also compare this method with our scheme
in our simulation.

5.2. Split

In the split step, we also have many other schemes: binary-split (BS)
(random-binary-split and median-binary-split) and priority-based-split.

5.2.1. Binary-split (BS)

In binary-split, we will not consider active level. The destination split will
be equal partition. The BS process is shown in Fig. 5: nodes {a, b, c, d, e}
are relay nodes, and nodes {1, 2, 3} are destination nodes. When one node
meets a destination, it will first assign this destination to it and then use the
binary-split.

• random-binary-split (RBS): after meeting with node b, node a will give
half of the destination subset D′ to b randomly. This means node a
keeps ⌈m/2⌉ nodes, and node b keeps ⌊m/2⌋ nodes.

• median-binary-split (MBS): in RBS, message holder a partitions the
destinations randomly. It may assign a destination to a node with a
small contact rate level to this particular destination. Hence, the mul-
ticast process will have a large latency. We use another equal partition
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a

c 1

c

b 3

2

b

e2

b

a

{1, 2, … ,8}

{1, 4, 5, 7} {2, 3, 6, 8}

{4, 7} {1, 5} {3, 6} {2, 8}

{4} {8}{2}{3}{6}{1}{5}{7}

Figure 5: A sample of binary-split.

which is based on contact rate difference. We use the median of medians
algorithm [30]: a linear solution to find the median of the contact rate
difference vector. Then, node a keeps ⌈m/2⌉ nodes that have higher
values than, or equal values to, the median, and node b keeps ⌊m/2⌋
nodes that have lower values than, or equal values to, the median.

MBS can be viewed as a special case of RS when the active levels of two
encounter nodes are approximately the same.

5.2.2. Priority-based-split (PS)

Another solution is for node a to keep the destinations with their contact
rate difference values higher than 0 and to assign all other destinations to
node b. This means that only the destinations with higher contact rate levels
in node b than in node a will be assigned to node b.

Priority-based-split is shown in Fig. 6. Initially, node a takes 8 destina-
tions {1, 2, ..., 8}. In the split phase, the copy arrives at destinations {1, 2, 3}
and destinations are assigned to nodes {b, c, d, e, f, g}.

5.3. Wait and Focus

When there is only one destination that is carried by node a, we also have
two strategies for forwarding decisions, as in [8] and [9]:

• wait : Node a will keep this destination until it meets the particular
destination.

• focus : Node a will assign this destination only to a node which has a
high contact rate value for this destination.
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Figure 6: A sample of priority-based-split.

6. Analysis

In this section, we will explain the optimal split process at each branch
of the multicast tree. Then, we analyze the benefit considering contact rate
level and active level at the same time. Finally, we compare the difference
among single node, single copy, and multiple copies models.

6.1. Optimal Split Algorithm

Our major goal in using the non-replication multicasting scheme in DTNs
is to ensure that the delivery of multicast information is done over different
paths. Each path has a relatively high contact frequency of reaching the cor-
responding destination subset quickly. Then, multiple holders for destination
nodes can search for destinations in parallel. These solutions can reduce the
multicast cost. The number of forwardings is a major metric to measure the
cost of the multicasting process. Compare-split can also reduce the latency
in DTN multicasting.

Suppose that Da is the destination subset kept in node a and that Db is
the destination subset assigned to b, we would like to maximize the combined
contact rate of a and b as follows:

max{
∑

i∈Da

ai +
∑

j∈Db

bj}. (6)
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Theorem 1. Suppose that Da and Db are two subsets as a result of kth
element partition. di = fa

i −f b
i is called contact rate difference between nodes

a and b for destination i. Maximum combined contact rate of visiting any
of the destinations within a time period occurs when for each i ∈ Da and
j ∈ Db, di ≥ dj.

Proof. It is clear that any other partition (including the optimal one) can
be generated through a sequence of swaps between two elements, one each
from Da and Db. We show that each swap will deteriorate the combined
contact rate level. Suppose i in Da and j in Db are swapped. Based on
condition di ≥ dj, we have fa

i − f b
i ≥ fa

j − f b
j , or fa

i + f b
j ≥ f b

i + fa
j .

Note that fa
i + f b

j is the combined contact rate involving destinations i
and j, whereas f b

j + fa
i is the combined contact rate after the swap of i and

j. The theorem follows.

This optimal split algorithm can partition the destinations to nodes with
higher contact rate levels; hence, it can reduce the number of forwardings
and latency in DTN multicasting.

6.2. Contact Rate Level and Active Level

Both the contact rate level and active level can be estimated based on
past contacts. In fact, each mobile node can start with a predefined default
value for both contact rate level and active level. It then iteratively enhances
its estimates based on new contacts.

In this part, we analyze the necessity using contact rate level and active
level together for compare-split. We will use a multicast with two destina-
tions, black and white nodes, as an example to illustrate. Initially, node a
holds both destinations. Consider that a is associated with a tape Ta of a
sequence of numbered slots that hold contacts node a has with other nodes.

1) Case 1: select Ta with four randomly selected distinct slots - two for
black and two for white. The process is called node’s T assignment. To
see the reason of having the same condition (both for contact rate level and
active level), it is still better to split both destinations between nodes a and
b than to let a keep both. We compare the following two approaches. The
completion time for the non-split case is the maximum slot number of the first
white node and the first black node in node a’s tape (Ta). The completion
time of the split case is the maximum slot number of the first white node’s
slot number in Ta and the first black node’s slot number in b’s tape (Tb). The
latter has a shorter expected delivery time.
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2) Case 2: to view the importance of the contact rate level during a split,
consider a case where Ta has three black slots and one white slot, while Tb

has one black slot and three white slots. Both nodes a and b have the same
activity level, and we can easily extend the argument from Case 1 to the fact
that it is better to split. It is obviously better to assign the black destination
to node a and the white destination to node b. Therefore, the priority-based-
split algorithm is important as each node (a or b) will increase its chance to
reach the corresponding destination directly, resulting in a smaller latency.
A larger contact rate level will also reduce the number of forwardings as its
contact rate level is more difficult to be surpassed.

3) Case 3: to view the importance of the active level during a split,
consider Ta with two black slots, two white slots, and four red slots, and Tb

with two black, two white, and no other slots. Although both nodes a and
b have the same contact rate levels to both destinations, node a is twice as
active as node b. In this case, a has contacts with non-destination nodes
(red slots) which may have a better contact with destination a or b. In other
words, destination(s) associated with a will have a chance to be forwarded to
a third node with a better contact rate level to a and/or b. Therefore, it is
better to assign both destinations to node a, assuming the benefit from the
active status outweighs the benefit from the split (as in Case 1).

6.3. Single Node, Single Copy, and Multiple Copies Models

The single node model uses the minimum number of forwardings (in fact,
it is the same as the number of destinations). The delivery ratio can be an
issue if the holder has a very low contact rate level to a particular destina-
tion. Improvement includes creating a delegation when an encountered node
that has better contact rate levels to all destinations. Like the single node
model, the single copy model also keeps one copy for each destination, but it
allows many holders. The number of forwardings is moderate as each copy is
forwarded only when there is a better condition (based on the contact rate
levels). Latency is an issue; however, it can be easily traded with the delivery
ratio as the destination set is quickly partitioned to subsets with only a single
node. Each holder can judiciously determine whether and when to terminate
a delivery process.

The multiple copies model includes flooding, which copies the destination
set at each node encountered. It is the fastest approach, but it incurs a
sufficient number of copies per destination. The number of copies can be
controlled through delegation (i.e., copy destination set only to ones with
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Trace Number of nodes Number of destinations

Levy walks model 100 2, 4, 8, 16, 32
Gaussian distribution model 100 2, 4, 8, 16, 32

Intel trace 118 2-8
Cambridge trace 211 2-11

Table 2: Simulation parameters

a better condition). It still has 5
3

√
N (N is the total number of nodes in

the network) [21] number of forwardings, even for a destination set with one
destination. TTL-based or ticket-based approaches can control the number
of copies, but it is still a challenge to have a good estimate for TTL and ticket
numbers to assure delivery while controlling the number of copies. Excessive
copies also consume limited memory space at each node, which can prevent
and limit the support of multiple flows.

7. Simulation

In this section, we compare the performances of the schemes we men-
tioned in the previous sections. Each simulation is repeated 1,000 times in
MATLAB. In our simulation, the 90 percent confidence interval of each result
is within ±1 percent. The following metrics are calculated in our simulation.

1. Average cost : the average number of forwardings for all destinations
to receive the multicast message.

2. Average latency : the average latency for all of the delivered destina-
tions to receive the multicast message.

3. Average latency × average cost : the average latency × average cost
for all of the delivered destinations to receive the multicast message.

We will compare the multicasting schemes both in synthetic and real
traces.

7.1. Simulation Methods and Setting

We have used the traces, not only in synthetic mobility models, but also
from real traces. We will compare the number of forwardings, latency, and
their product in each trace.

In this paper, we consider that the given period T is the whole period,
and T ′ is 10% of T .

Our simulation is based on two situations:
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Figure 7: Levy walks model.

• Without considering recent information (N-RI): using equations
(1) and (3) to calculate the contact rate level and active level, which
does not consider the recent period information;

• Considering recent information (RI): w = 0.5 in equations (2)
and (3), which gives more weight to the recent information.

7.1.1. Synthetic Mobility Models

In the synthetic mobility models, we set up a 100-node environment. We
set up two synthetic traces: Levy walks and Gaussian distribution models.

(a) Levy walks model: from the simulation results in [28], a Levy
distribution with a scale factor c and exponent α in terms of a Fourier trans-
formation can be defined as the following:
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split No condition Threshold-based

median-binary-split (MBS-W) 1 5
random-binary-split (RBS-W) 2 6

ratio-based-split (RS-W) 3 7
priority-based-split (PS-W) 4 8

Table 3: Compare-Split-Wait legend of simulation results

split No condition Threshold-based

median-binary-split (MBS-F) 9 13
random-binary-split (RBS-F) 10 14

ratio-based-split (RS-F) 11 15
priority-based-split (PS-F) 12 16

Table 4: Compare-Split-Focus legend of simulation results

fX (x) =
1

2π

∫ +∞

−∞
e−itx−|ct|αdt, (7)

where α is the Levy exponent for flight length distribution, which follows
power-law distribution: p(l) ∼ 1

ll+α , 0 < α ≤ 2. A power law distribution of
pause times is denoted by ψ(∆tp) ∼ 1/∆t1+β

p , where β is the Levy exponent
for pause time distribution, 0 < β ≤ 2.

Each time two nodes make a contact with each other, we give a contact
time and a GPS address. In the Levy walks mobility pattern, we set up
the Levy exponent for flight length distribution α, which is 1, and the Levy
exponent for pause time distribution β, which is also 1 in our simulation
[31]. Fig. 7 shows the mobility pattern of Levy walks. The active level and
contact rate levels can be calculated from the generated trace. Because we
plan to examine the performance of equal partitioning, we set the destination
numbers as 2i, i ∈ {1, 2, 3, ...}.

(b) Gaussian distribution model: in this model, we first randomly
select a node’s active level based on a Gaussian distribution model with
µ = 5, 000 and σ = 3, 000. Once the active level of a node is selected, the
active level is partitioned into contact rate levels to all nodes. Suppose node
a’s contact rate level to node b is k, then in a’s T , k slots are randomly
selected. The destination number setting and measuring parameters are the
same as the Levy walks model.
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Figure 8: Comparison of two compare methods.

7.1.2. Real Traces

We use Intel and Cambridge traces [32] in our simulation. These data
sets consist of contact traces between short-range Bluetooth enabled devices
carried by individuals.

(a) Intel trace: this trace includes Bluetooth sightings by groups of
users carrying small devices (iMotes) for six days in the Intel Research Cam-
bridge Corporate Laboratory. There is 1 stationary node, 8 nodes which are
corresponding to mobile iMotes, and 118 nodes corresponding to external
devices. There are 2, 766 contacts between these nodes. Their contacts are
random and the nodes’ active levels and contact rate levels are also random.
In our simulation, we randomly set one of these 9 nodes as the source, and we
choose other different nodes as the destinations. The number of destinations
is from 2 to 8. We will make comparisons of the number of forwardings and
latency in these different partition models.

(b) Cambridge trace: this trace includes Bluetooth sightings by groups
of users carrying small devices (iMotes) for six days in the Computer Lab
at University of Cambridge. 12 nodes are corresponding to iMotes, while
211 nodes correspond to external devices. In total, only 12 iMotes could
be used to produce this trace. Others were suffering from hardware resets.
There are 6, 732 contacts between these nodes. Their contacts are random
and the nodes’ active levels and contact rate levels are also random. In
our simulation, we set 1 node as the source and choose different nodes as
the destinations. The number of destinations is from 2 to 11. We will also
compare the number of forwardings and latency, as in the Intel trace.
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Figure 9: Comparison in Levy walks model: compare-split-wait in N-RI.
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Figure 10: Comparison in Levy walks model: compare-split-focus in N-RI.
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(c) Latency × Cost

Figure 11: Comparison in Gaussian distribution model: compare-split-wait in N-RI.
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Figure 12: Comparison in Gaussian distribution model: compare-split-focus in N-RI.

7.2. Simulation Results

7.2.1. Compare

As we mentioned in Section 5, if one node has a contact with a node which
already has a destination subset, we propose another method: that these two
nodes’ destination subsets are combined together and then split. From Fig.
8, we can see that this method increases the number of forwardings compared
to our method that just splits the destination subset to a new node; at the
same time, it cannot reduce the latency much. Hence, in the rest of this
paper, we will not use this method.

We compare the number of forwardings, latency, and their product in 16
multicasting schemes, as shown in Tables 3 and 4.

7.2.2. Without considering recent information (N-RI)

In this part, we will compare all schemes without considering recent in-
formation based on equations (1) and (3).

(a) Results in synthetic mobility models
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(c) Latency × Cost

Figure 13: Comparison in Intel trace: compare-split-wait in N-RI.
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(c) Latency × Cost

Figure 14: Comparison in Intel trace: compare-split-focus in N-RI.

In the Levy walks model, we compared the number of forwardings, la-
tency, and their product among these 16 solutions, as shown in Figs. 9 and
10. It shows that RS has the fewest number of forwardings and the shortest
latency among these four schemes in all conditions (using threshold or not,
wait or focus). PS performs better than the other two binary-split schemes,
while MBS is better than RBS. We use compare-split-focus with a threshold-
based condition in Figs. 10(a), 10(b), and 10(c) to explain. RS-F (Line 15)
has about 18% less forwardings than PS-F (16) and 21% less than MBS-F
(13) from Fig. 10(a). RS-F reduces the latency by 14% from PS-F and
16% from binary-split in Fig. 10(b). By comparing the product of number
of forwardings and latency, we can see from Fig. 10(c) that RS-F performs
better than other schemes. Using the threshold-based condition to decide
whether to split the destination set can reduce the number of forwardings by
about 9.4%. This means using the threshold-based condition can help the
message holder to meet higher contact rate nodes. Using the wait scheme can
reduce the number of forwardings, while using the focus scheme can reduce
the latency.
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(c) Latency × Cost

Figure 15: Comparison in Cambridge trace: compare-split-wait in N-RI.
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(c) Latency × Cost

Figure 16: Comparison in Cambridge trace: compare-split-focus in N-RI.

In the Gaussian distribution model, RS and BS perform better than PS, as
shown in Figs. 11 and 12. For example, when using compare-split-focus with
the threshold-based condition, RS-F(15) has the best performance among
these four solutions. Compared with the number of forwardings, it is 2%
fewer than MBS-F (13), 16.4% fewer than RBS-F (14), and 33.2% fewer
than PS-F (16) from Fig. 12(a). In Fig. 12(b), we know that RS-F has
8% shorter latency than MBS-F, 10% shorter latency than RBS-F, and 12%
shorter latency than PS-F in this case. RS and MBS perform better, when
comparing the product of the cost and latency, than the other two schemes
both in compare-split-focus and compare-split-wait in Figs. 11 and 12. Using
the threshold-based condition can reduce the latency by about 2.8% and
reduce the number of forwardings by about 6.2% from the no condition in
the compare step. Using wait can reduce the number of forwardings by about
60%, while using focus can reduce the latency by about 70% when there is
only one destination in the destination subset.

(b) Results in real traces
In the Intel trace, RS has a similar number of forwardings for each des-
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(c) Latency × Cost

Figure 17: Comparison in Levy walks model: compare-split-wait in RI.
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(c) Latency × Cost

Figure 18: Comparison in Levy walks model: compare-split-focus in RI.

tination as PS, but much shorter latency, about 22% shorter, from Figs. 13
and 14. RS performs better than PS when considering the product of latency
and cost, as shown in Figs. 13(c) and 14(c). Using the threshold-based condi-
tion in the compare step can reduce the number of forwardings and latency.
In the final step, when we want to reduce the number of forwardings, we can
choose wait, and if we want to reduce the delay, we can use the focus scheme.

In the Cambridge trace, RS and PS have similar performances in Figs. 15
and 16. RS has shorter latency while PS has a fewer number of forwardings
and a smaller product of latency and cost. These two schemes are both better
than BS.

7.2.3. Considering recent information (RI)

In this part, we will compare all schemes by considering recent informa-
tion, based on equations (2) and (3) where w is 0.5.

From Figs. 17 and 18, we can see our design split schemes perform sim-
ilarly as in N-RI, as shown in Figs. 9 and 10. However, we take more into
account recent information than in other schemes, which can provide more
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(c) Latency × Cost

Figure 19: Comparison in Gaussian distribution model: compare-split-wait in RI.

information to the Levy walks model; hence, TI reduces the number of for-
wardings by about 8% and the latency by about 5% as compared with other
schemes. In Figs. 19 and 20, the results do not change a lot from RI, be-
cause the recent information has the same contribution to the active level and
contact rate level as the long term information in the Gaussian distribution
model. From the real traces, as shown in Figs. 21, 22, 23 and 24, we can
see our designed schemes perform similarly as in N-RI. At the same time,
in RI, the cost, latency, and their product are reduced compared with N-RI.
This means that recent information can present the nodes’ mobility pattern
better than the previously acquired information.

7.3. Summary of Simulation Results

We use non-replication multicasting schemes in DTNs. In the Levy walks
model, RS is better than BS as the active levels of the nodes vary signifi-
cantly. Using RS can assign the destinations to high active level nodes, while
BS does not consider the active levels. In the Gaussian distribution model,
RS is better than PS as active levels of the nodes are more uniform. This
phenomenon is pervasive. In two real traces, the active levels vary signifi-
cantly. It appears that the role of contact rates and active levels are both
very important. Hence, using PS and RS is better than using BS. If the
compare step with threshold is used before splitting the destination set, the
number of forwardings and latency will both decrease. Table 5 shows the
best split method in different models. When there is only one destination
in the destination set, using the wait scheme can reduce the number of for-
wardings while using the focus scheme can reduce the latency. From the
comparison of N-RI and RI, we can find that the role of recent information
is very important.
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(c) Latency × Cost

Figure 20: Comparison in Gaussian distribution model: compare-split-focus in RI.

2 3 4 5 6 7 8
1.00

1.05

1.10

1.15

1.20

1.25

1.30

1.35

1.40

 

 

C
os

t

Destination number

 1
 2
 3
 4
 5
 6
 7
 8

(a) Number of forwardings

2 3 4 5 6 7 8
2.0x104

4.0x104

6.0x104

8.0x104

1.0x105

1.2x105

1.4x105

 

 

La
te

nc
y

Destination number

 1
 2
 3
 4
 5
 6
 7
 8

(b) Latency

2 3 4 5 6 7 8

40.0k

60.0k

80.0k

100.0k

120.0k

140.0k

 

 

La
te

nc
y*

C
os

t

Destination number

 1
 2
 3
 4
 5
 6
 7
 8

(c) Latency × Cost

Figure 21: Comparison in Intel trace: compare-split-wait in RI.

8. Conclusion

In this paper, we focused on developing a non-replication multicasting
scheme in DTNs. Our compare-split scheme is based on the single copy model
with the objective to reach destinations quickly while minimizing the total
number of forwardings. We proposed using the node active level together with
the contact rate level to determine when and how to split a destination set
during a contact. The split will occur when the message holder has a contact
with a node with the sum of the contact rate levels for all destinations being
higher than the message holder. In the split process, we used ratio-based-
split to split the destination set, then compared it with random-binary-split,
median-binary-split, and priority-based-split schemes. When there is only
one destination left in the destination set, we used wait or focus to forward
the message to the destination.

We compared the performance of these schemes both in synthetic traces
and in real traces. Trace driven simulation results showed that compare-split
with ratio-based-split, which considers both the contact rates and active
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Figure 22: Comparison in Intel trace: compare-split-focus in RI.

Different models Best split method

Levy walks mode RS
Gaussian distribution model RS

Two real traces RS / PS

Table 5: Conclusion of simulation results

levels, has the best performance. Compare-split-wait has less forwardings
while compare-split-focus has shorter latency. We believe that the results
obtained from this paper present the first step in exploiting the destination
set split rule in single copy DTN multicasting. Future research can benefit
from our results by developing specific applications based on the provided
schemes in DTNs.
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• Design contact rate and active levels to guide the construction of 

a multicast tree.

• Present a compare-split rule to deliver the message to multicast 

destinations.

• Develop an optimal split process at each branch of the multicast 

tree.

• Evaluate the proposed scheme both in synthetic traces and real 

mobility traces. 


